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Figure 1: Squint-to-Drag. (b) squint on the target to select; (c) turn the head while squinting to move the target; (d) relax the
eyes to drop the target.

ABSTRACT
Drag-and-drop is a fundamental interaction in desktop and
mobile user interfaces. However, due to the limited expres-
siveness of hands-free interaction techniques, there is cur-
rently no solution other than explicitly selecting a button or
menu to activate and deactivate drag and drop. This paper
explores hands-free drag-and-drop interaction techniques
and proposes squinting as a viable technique. We evaluated
squinting, voluntary blink, and dwell-time selected menus
and showed that while the menus had the lowest error rate,
squinting had signi�cantly faster throughput and was most
preferred by users.

CCS CONCEPTS
• Human-centered computing→ Gestural input.
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1 INTRODUCTION
Drag-and-drop is a fundamental interaction in modern desk-
top and mobile user interfaces. On the desktop, dragging is
performed by holding down the mouse button, moving the
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pointer, and releasing the button to drop the object. On An-
droid and iOS, it is by long pressing the touchscreen, moving
the �nger to drag, and lifting the �nger to drop.

However, due to the limited expressiveness of hands-free
interaction techniques, there is no equivalent gesture for
“holding down” or “long pressing”. The existing hands-free
solution uses a menu or button [1] with a selection gesture
for mode switching, which requires additional movement
and e�ort.

Thus, we explore eye-based interaction and facial gestures
in this work. By conducting a user study analyzing inten-
tional blink, dwell menu selection, and squinting, we �nd
squinting superior to the other two gestures. It provides se-
mantic mappings to the drag-and-drop action and achieves
a high success rate.

For the user study, we implement ISO 9241-9multi-directional
tapping test [41] with a dragging target to evaluate candidate
techniques. We collect the performance, workload, and user
preferences of each method. The performance is estimated
with the same criteria as assessing pointing interaction, in-
cluding speed, accuracy, and throughput [5, 14], which is a
composite measure based on both speed and accuracy. Be-
sides, since the drag-and-drop action comprises two states:
“pointing and selecting” and “dragging and dropping”, the
results are calculated separately.
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2 RELATEDWORK
We discuss relevant prior works on eye-based interaction
and facial gestures.

Eye-based Interaction
Previous works on eye-based interaction have been proposed
in the eighties for cursor movement and target selection to
improve the usability of computer systems for users with
limited motor control [3, 9, 12].
Researchers have explored applications of cursor move-

ment using gaze input, such as in-game AR controls [36] and
basic computing tasks [24]. More speci�c research e�orts
have focused on subtle or low-e�ort selection of on-screen
objects via smooth pursuits of eye movements [6, 24, 29, 38],
adapting motion-path-based gesturing techniques into gaze
interaction space [4, 23, 24, 37], andmonitoring gaze patterns
for informational purposes [7, 26].
As for target selection, intentional blink [27] has been

widely studied and employed as an alternative to keyboard [2,
16] and mouse input [22, 31]. Researchers have also explored
using eye tracking and gaze pointing with dwell time (or
�xation) to trigger selection [10, 12, 33]. Komogortsev et al.
[14] proposed saccade selection, which showed 57% faster
and 1.9 times greater throughput, but three times higher
error rate than dwell time selection.

Facial Gestures
Many prior works regarding facial gestures as input modali-
ties focused on selection mechanisms. Silva et al. [30] pro-
posed a vision-based algorithm allowing users to enter a click
by opening their mouths and evaluating it with a text input
system. Huang et al. [8] employed the facial EMG signal to
perform mouse clicking and movement. Surakka et al. [32]
and Rantanen et al. [28] have studied voluntary frowning
and smiling as selection mechanisms combined with gaze
pointing. Tuisku et al. [35] analyzed the throughput of three
facial activities, frowning, raising eyebrows, and smiling, and
further used smiling for text entry input [34].

Some works considered the contraction of muscles when
facial actions were performed and explored its mapping of
input commands. Lyons [20] reviewed using the area of open
mouths to control sound distortion in music performance
and brush parameters in digital painting. Ku et al. evaluated
user preferences and ability to perform 12 eye expressions
[17]. They further investigated the semantic mapping of eye
expressions [18].

While these works have shown the potential of using eye-
based interaction and facial gesture as input mechanisms,
drag-and-drop techniques are often treated as a combination
of techniques for selection and movement and designed in
the context of mapping mouse function onto hands-free

interaction [8, 15, 39]. For example, Tu et al. [13] showed that
users selected a card by opening their mouths and dragged
it by moving their heads with mouths open when playing
Solitaire and Minesweeper.

3 USER STUDY
We propose using squint as a novel hands-free drag-and-drop
technique for its association with decrease and focus [18],
and its performance is evaluated by comparing against in-
tentional blink and dwell in a user study. Following previous
work, we consider moving by head pointing for blink and
dwell since head movements are more deliberate and accu-
rate than gaze pointing [19].
Since dwell is the default drag-and-drop implementation

in the Tobii eye tracker [1], we implement dwell as the Tobii
eye tracker: users �rst select a toggle in a menu to turn the
e�ect of dwell from triggering selection into triggering drag-
and-drop. Then they dwell on an object to hold or drop the
object. The detailed procedures of the three methods are
described below:

• Squint: partially close the eyes to select the movable
object at the cursor position, keep squinting to hold
the object following the cursor, and relax the eyes to
drop the object at the desired position.

• Blink: intentionally blink the eyes to select themovable
object at the cursor position; the object follows the
cursor; blink again to drop the object at the desired
position.

• Menu: choose the drag-and-drop toggle in the menu
using 300 ms uniform dwell time, and select the mov-
able object using 500 ms uniform dwell time; the target
follows the cursor; drop the target at the desired posi-
tion using 500 ms uniform dwell time again.

To evaluate the performance and workload of drag and
drop with squint, blink and menu, we conducted a user study
modi�ed from ISO 9241-9 multi-directional tapping test [41].

Participants
We recruited 17 participants (8 female) aged from 20 to 25
(average 22.0), with 12 wearing glasses. All the participants
could perform all three methods without previous experi-
ence with the system, and no participants had eye-related
disabilities.

System Design and Implementation
The study was implemented in an iOS app on a 12.9-inch
iPad Pro. We used the iPad’s front-facing TrueDepth camera
for face tracking and facial action detection with the built-in
library ARKit [11]. Its screen was projected to a 65-inch 4K
television to increase head rotation, but participants were
prohibited from looking at the display of the iPad Pro.
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Figure 2 illustrates the whole system setup. Users’ eyes
are 57 cm away from the center of the television and 20 cm
away from the front camera of the iPad.

Figure 2: User Study Setup.

Procedure
We modi�ed the ISO 9241-9 test from selection to evaluate
drag and drop. The test was composed of 96 trials, with three
methods (squint, blink, and menu) randomly decided for
every participant, two target distances (10� and 20�, or 180
px and 360 px), two object sizes (3.5� and 7�, or 90 px and
120 px), and eight targets equally positioned away from the
center forming a circle. In each trial, users were asked to
drag a yellow circular object from the center of the screen
to the destination where a blue circular target was placed.
The order of next destinations to be targeted followed the
original test.

Participants practiced eight trials at the beginning of every
method. As squint detection is greatly a�ected by users’ eye
sizes and preferences, we customized the squint threshold
with decision stump from data collected through practice.
For the menu and blink, we also adjusted the dwell time and
blink threshold according to users’ requests.

We recorded the timestamp and position of each triggered
selection and drop, as well as the position of the cursor in
every frame. All participants were also asked to self-report
any incorrect system response during the study.

A post-experiment questionnaire was asked for quantita-
tive evaluation, including a NASA Task Load Index (NASA-
TLX) survey on the workload for each method, user pref-
erence ratings on a 7-point Likert scale regarding “I would
like to use this method for hands-free drag and drop”, and
several open questions to collect participants’ views and pref-
erences about the di�erent input methods. After all three
methods, participants are asked to rank the methods by their
preference.

4 DRAG AND DROP PERFORMANCE
EVALUATION

In prior study [14, 25], the performance of hands-free point-
ing interaction under ISO9241-9 is usually shown in terms
of accuracy, speed, and throughput [5, 40]. Accuracy can be
evaluated by the position of each action, speed can be eval-
uated by the movement time and distance, and throughput
is an ISO-dependent measure in “bits per second” based on
speed and accuracy, along with Fitts’ Index of Performance:

�roughput = IDe/MT , (1)

whereMT is the mean movement duration time in seconds.
IDe is the e�ective index of di�culty measured in “bits” and
obtained via:

IDe = lo�2(D/We + 1), (2)
where D is the distance to the target, andWe is the e�ective
width of the target calculated by

We = 4.1333 ⇥ SD, (3)

in which SD is the standard deviation of the distances be-
tween each selection position and the center of each target.

As for evaluating drag-and-drop interactionswith ISO9241-
9, since prior study[21] has pointed out there is a di�erence
in performance regarding the state of drag-and-drop (point-
ing and selecting target vs dragging and dropping target), in
this paper, throughput and accuracy in the above two states
will be calculated separately.

5 RESULT
Movement Time
Table 1 shows the average movement time of drag-and-drops
action performed by the participants, which is the duration
from the time the movable target is selected to the time
it is dropped, collected from di�erent combinations of in-
put method, target size, and target distance, (notice that the
time for dwelling on the drag-and-drop toggle in the Menu
method task is excluded here). Themovement time for squint,
2.67 secs, is slightly shorter than the other two input meth-
ods by about 17%, while the average movement times of the
other two methods are similar: 3.20 sec for blink and 3.14
sec for menu. The pairwise comparison shows statistically
signi�cant di�erences between them with p < 0.005 by the
Wilcoxon test.

Accuracy
Table 2 shows the accuracy of the three input methods in
terms of error rate in di�erent states of drag-and-drop ac-
tion, which is the total number of false selects (selection
outside the movable target) and false drops (dropping out-
side the required target) divided by the number of trials
needed respectively. As the error rate shows, Menu provides
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Table 1: Average duration time (in secs) of drag-and-drops
(with standard deviation).

Target Input Method
Size Distance Squint Blink Menu

120px 180px 2.14 (0.97) 2.67 (1.48) 1.55 (2.80)
120px 360px 2.64 (1.48) 3.16 (1.57) 3.66 (1.39)
90px 180px 2.79 (1.65) 3.20 (1.80) 3.30 (1.21)
90px 360px 3.11 (1.56) 3.78 (1.92) 4.05 (1.84)

Average 2.67s 3.20s 3.14s

the best accuracy among the three input techniques, while
blink is slightly better than squint. The pairwise comparisons
show statistically signi�cant di�erences between them with
p < 0.05 by the Wilcoxon test.

The higher error rates of squint and blink echo the re-
sponse of the users in the open questions. Four of the par-
ticipants mentioned that the selection of squint was easily
triggered. Nearly half of the participants stated that the cur-
sor positions were likely lost when they blinked.

Table 2: Error rates of three interactionmethods in di�erent
states of drag-and-drop (with standard deviation).

Error Rate
Input Method Selecting Dropping

Squint 18% (3.66) 17% (4.8)
Blink 10% (2.00) 16% (3.53)
Menu 8% (3.50) 5% (1.19)

Throughput

Table 3: Throughput of three interaction methods in di�er-
ent states of drag-and-drop (with standard deviation).

Throughput (bps)
Input Method Selecting Dropping

Squint 1.34 (0.44) 1.71 (0.50)
Blink 1.04 (0.37) 1.28 (0.40)
Menu 1.17 (0.37) 1.35 (0.23)

Table 3 presents the performance of the three input meth-
ods in terms of throughput in di�erent states of drag-and-
drop action obtained via Equation 1. Squint method provides
an average throughput of 1.34 bps (SD=0.44) for selecting

the target and 1.71 bps (SD=0.5) for dropping the target, 26%
better than the performance of menu with 1.17 bps (SD=0.37)
and 1.35 (SD=0.23) bps. The blink method shows 1.04 bps (SD
= 0.37) and 1.28 bps (SD=0.40). The pairwise comparisons
show statistically signi�cant di�erences between each of
them with p < 0.005 by the Wilcoxon test.
However, comparing the selecting and dropping of the

same input method, only squint shows a signi�cant di�er-
ence with p < 0.0001, which we speculate is due to the
di�erence in eye gestures of selecting (squinting) and drop-
ping (relaxing). In contrast, others have the same gesture
in both states. This result is consistent with the �ndings of
Mackenzie et al. [21]

Task Load
The result from the NASA-TLX questionnaire showed the
di�erences in perceived task load between methods. As no
time pressure was given in the task, Temporal Demand was
eliminated from the questionnaire. The result of pairwise
comparisons between methods is shown in Figure 3.

Among the three methods, squint had the lowest task load
for all attributes. However, comparing menu, it can be noted
that there were no signi�cant di�erences between conditions.
Blink had a signi�cant di�erence (p < 0.05) to the other two
methods in E�ort and the overall mean.

Figure 3: Themean responses for the attributes of the NASA-
TLX questionnaire. Error bars represent the standard devia-
tions. Statistical signi�cant di�erences are marked as con-
necting lines.

User Response
Likert Scale Points. Participants’ responses to “I would like
to use this input method for hands-free drag-and-drop tasks”
in terms of average points of a 7-point Likert scale is 5.06 for
squint, 4.71 for blink, and 3.94 for menu.

Preference Rankings. Half of the participants rank the squint
input method as their �rst choice, nearly another half rank
menu as their �rst choice, and only one participant rank blink
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as her �rst choice. Only three participants ranked squint as
their third choice, while nine participants rank blink as their
third choice.

System Error Rate

Table 4: System error rate, which is the number of user self-
report system errors during the experiments for each input
method divided by the number of required drag-and-drop
trials.

Input Method Errors Reported System Error Rate

Squint 7 1.3%
Blink 25 4.8%
Menu 8 1.5%

Table 4 shows the system error rate from the user-report
errors. The error rate for the squintmethod andmenumethod
is about 1/3 the error rate of the blink input method. As there
are eight trials for each round in our study, this error rate
shows that for every four rounds (32 drag-and-drop trials), a
user may encounter 1.5 system errors with the blink method
and 0.5 with squint and menu.

6 DISCUSSION
Performance Comparison
The estimated throughput is relatively lower than the prior
study [14, 40], while the movement time is somewhat longer.
This could be attributed to the sensitivity of the cursor, which
requires more e�ort to control, as reported by some partici-
pants. However, under the same device settings, the perfor-
mance is still comparable. In terms of accuracy, menu is a
better method than blink and squint. However, throughput,
the composite measure based on both speed and accuracy,
shows that squint provides better bps, which is consistent
with our user response. We believe this result is due to the
e�ect of the movement time in Equation 1. Also, the extra
movement time for a user to trigger the drag-and-drop tog-
gle requires extra e�ort and workload for the menu method,
which is excluded from our performance evaluation and
mentioned in our user response. As a result, according to
throughput, workload, and user ratings, squint is a possible
suitable interaction for hands-free drag-and-drop.

Evaluating drag and drop interaction
Compared with pointing interaction, drag-and-drop interac-
tion is a 2-phased action, and thus, the comparison between
di�erent states should be explored. In this paper, the select-
ing and dropping state shows no signi�cant di�erence for the
menu and blink methods, corresponding to the fact that both

methods use the same gesture (dwell time and intentional
blink, respectively). Also, in this paper, both selecting and
dropping states for the squint method provide a consistent
comparison result with other methods, which is easier for
us to analyze and compare.

Future Work
In our study, squint provides a faster method for drag-and-
drop in hands-free interaction compared to the conventional
commercial dwell time menu. Also, as one of our users men-
tioned, the squint method resembles the mouse-based drag-
and-drop since they are both continuous physical holding
actions. However, the squint method may come with a trade-
o� of lower accuracy. We suggest squint can be a better
solution for drag-and-drop in faster, more error-tolerant con-
ditions, such as gaming.
We would like to study more on hands-free interaction

for drag-and-drop and discover other continuous gestures,
probably with the usage of a mouse or other facial expres-
sions, as they are more intuitive and have the potential to
provide lower error rates.

7 CONCLUSION
In this paper, we explore possible gaze-based interaction
and propose squint for hands-free drag and drop. Based on
prior work, the blink method and the conventional com-
mercial dwell time menu method are compared. We use the
ISO 9241-9 test and evaluate each drag-and-drop method
as a 2-stated interaction [21], which enables us to evaluate
drag-and-drop performance with Fitts’ Index of Performance
through speed, accuracy, throughput, and user workload.
The results indicate that the squint method is 26% better
than the conventional menu method in terms of throughput
and provides a 17% faster movement time along with most
user agreement points.

By providing a signi�cant decrease in movement time and
increase in throughput, we expect squint to be a new possible
mapping for hands-free drag-and-drop.
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